VIBRATIONS DETECTION IN INDUSTRIAL PUMPS BASED ON SPECTRAL ANALYSIS TO INCREASE THEIR EFFICIENCY
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Abstract: Spectral analysis is the key tool for the study of vibration signals in rotating machinery. In this work, the vibration analysis applied for conditional preventive maintenance of such machines is proposed, as part of resolved problems related to vibration detection on the organs of these machines. The vibration signal of a centrifugal pump was treated to mount the benefits of the approach proposed. The obtained results present the signal estimation of a pump vibration using Fourier transform technique compared by the spectral analysis methods based on Prony approach.
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INTRODUCTION

Rotating machines are massively present in many industrial plants. However, these rotating machines encounter many failures. For this it is necessary to have some oversight mechanisms, to learn about their state of operation of these machines, in order to take timely decisions about their operating state. A means for monitoring the operating state of a rotating machine is the collection and analysis of vibration [1, 2, 3, 4]. The sensed vibrations are collected and analyzed information on the state of a system, particularly on the state of a revolving thing, or elements thereof vibration can then be viewed as a symptom. Thus treatment of the sensed vibration signals (signatures) used to define a normal or abnormal state of the machine or machine part and with an archive device allow the detection or diagnosis of the machine. For an interested note, the acquisition of these signatures can be done without having to stop the machine.

Indeed, the spectral analysis is based on a systematic analysis of the vibration signal for the presence of vibratory images of all defects that can affect the installation considered [5, 6, 7, 10, 11]. This requires knowledge of the kinematic characteristics of the various component parts, their rotational speed or more preferably their frequency examined motion system. In this work, methods of estimating the spectral density are proposed; these methods are good spectral analysis tools, given by the calculation point of view and allow obtaining good results for a large class of signals.

In this work, the normal operation of a rotating machine is examined, through the example of a centrifugal pump system, the vas kind of the reporting pump defects are presented and correct to show the effectiveness of the proposed approach based on the spectral analysis.

SPECTRAL ANALYSIS

The first way of representation of the vibration signal output from a sensor, the representation is a function of time (time representation). This representation is used to monitor the vibration behavior of a machine in accordance with these operating parameters. Actually, there are numerous power spectral density estimation methods; it is assumed that they can be classified into two major families of non-parametric methods and parametric methods [5, 9, 11]. In this work, parametric methods are used for the estimate of the spectral density of the examined pump.

Parametric modeling

Parametric modeling allows representing all the spectral information by a small number of parameters, for the autoregressive modeling in adjusted mean, most processes are well approximated by a linear rational model. A general ARMA model (Auto Regressive Moving Average) is defined by the recurrence function given by:

$$x(n) = -\sum_{k=1}^{p} a_k x(n-k) + \sum_{k=0}^{q} b_k u(n-k)$$  \hspace{1cm} (1)

where:
- $a_k$ is the parameters of the autoregressive part (AR),
- $b_k$ is the parameters of the autoregressive part (MA),
- $P$ is the order of the part AR,
- $q$ is the order of the party MA,
- with $a_0 = b_0 = 1$
The function (1) represents an output of a linear filter, whose input is $u(n)$ and the transfer function such that:

$$H(z)=\frac{X(z)}{U(z)}=\frac{1+\sum_{j=1}^{q} b_j z^{-i}}{1+\sum_{i=1}^{p} a_i z^{-i}} = \frac{B(z)}{A(z)} (2)$$

With:

$$A(z)=1+\sum_{k=1}^{p} a_k z^{-k}$$

And:

$$B(z)=1+\sum_{k=1}^{q} b_k z^{-k}$$

$B(z)$ and $A(z)$ is the Z transform of the branch, $H(z)$ represents the transfer function pole/zero model.

It is shown that to ensure that the process $x(n)$ is stationary, it is necessary that $H(z)$ is stable and causal, and that $A(z)$ has its zeros inside the unit circle. It is considered that the input $u(n)$ of the filter is white noise and it is also assumed in general that $u(n)$ is a Gaussian distribution. In case the parameters for this AR zero autoregressive modeling with $1 \leq i \leq q$ is simple, which gives:

$$x(n)=\sum_{i=1}^{q} a_i x(n-i)+u(n) \quad (3)$$

Thus, the polynomial $B(z)$ reduces to a constant $B(z)=1$, and the transfer function $H(z)$ then only contains the poles. For this reason, this model is also called an all-pole model

$$AR(p): x(n)=\sum_{k=1}^{p} a_k x(n-k)+u(n) \quad (4)$$

The modeling adjusted average, for the parameters are zero for $1 \leq i \leq q$, giving:

$$x(n)=\sum_{i=1}^{p} b_i x(n-i)+u(n) \quad (5)$$

The corresponding transfer function is $H(z)=B(z)$, it is characterized by a polynomial having only zeros, which defines an all-zero model.

$$MA(q): x(n)=-\sum_{k=1}^{q} b_k x(n-k) \quad (6)$$

The power spectral density is the Z transform of the correlation function. For the ARMA $(p, q)$ we get:

$$S_x(z)=H(z)H^*\left(\frac{1}{z}\right)S_u(z) \quad (7)$$

$$S_x(z)=\frac{B(z)B^*\left(\frac{1}{z}\right)}{A(z)A^*\left(\frac{1}{z}\right)}S_u(z)$$

Applies three reasons, at least we incident to estimate the spectral density of a process by performing an autoregressive modeling. The spectral density of the autoregressive $x(n)$ is given by:

$$S_x(z)=E\left\{X(z)\cdot X^*(z)\right\} \quad (8)$$

Where the * indicates the amount combined is the expectation operator, $E$ is the expectation operator and $X(z)$ is the Z-transform of $x$.

Therefore, estimating the spectral density of an AR process returns to calculate AR coefficients $a_i$.

In practical reality, there are very few algorithms that have been developed for spectral power density estimation ARMA because of the nonlinearity of the moving average part. One can define a signal $y(n)$ have an ARMA model by:

$$y(n)=\sum_{i=0}^{q} b(i)e(n-i)-\sum_{k=1}^{p} a(k)y(n-k) \quad (13)$$

Once we identify the parameter of the ARMA $(p, q)$, spectral estimation defined by:

$$P_{ARMA}(f)=|H(exp(2\pi jf\Delta t))|^2 \quad (14)$$
The relationship between the ARMA parameters and the autocorrelation function is easily obtained by multiplying equation (14) by \( y(n-1) \), and taking the expected value of the expression:

\[
R_{yy}(n) = \sum_{i=0}^{q} b(i) R_{\xi\xi}(i-k) + \sum_{k=1}^{p} a(k) R_{yy}(i-k)
\]

(15)

\[
R_{\xi\xi} = E[\xi(n)y(n-k)]
\]

With \( R_{\xi\xi} \) for \( k>0 \), in practice \( p_x \) is always positive or zero, that is to say the denominator and the numerator higher than that (causal system).

\[
r_{yy}(i) = \begin{cases} 
-\sum_{k=1}^{p} a(k) r_{yy}(i-k) + \sum_{k=0}^{q} b(i) R_{\xi\xi}(i-k) & \text{for } i=1,2,3 \ldots, q \\
-\sum_{k=1}^{p} a(k) r_{yy}(i-k) & \text{for } i=q+1; q+2, \ldots
\end{cases}
\]

(16)

To achieve the equations YULE WALKER is shown that \( R_{\xi\xi} = \sigma^2 h^* * k \). This gives the following formula:

\[
r_{yy}(i) = \begin{cases} 
-\sum_{k=1}^{p} a(k) r_{yy}(i-k) + \sigma^2 \sum_{k=0}^{q} b(i) R_{\xi\xi}(i-k) & \text{for } i=1,2,3 \ldots, q \\
-\sum_{k=1}^{p} a(k) r_{yy}(i-k) & \text{for } i=q+1; q+2, \ldots
\end{cases}
\]

(17)

These equations in an ARMA process are similar to those for a Yule Walker AR process, these equations can be rewritten in matrix form as follows:

\[
\begin{bmatrix}
\hat{r}_{yy}(q) & r_{yy}(q-1) & \ldots & r_{yy}(q-p+1) \\
r_{yy}(q+1) & \hat{r}_{yy}(q) & r_{yy}(q-p+2) \\
\vdots & \vdots & \ddots & \vdots \\
r_{yy}(q+p-1) & \hat{r}_{yy}(q+p-2) & \ldots & r_{yy}(q)
\end{bmatrix}
= \begin{bmatrix}
\hat{a}(1) \\
\hat{a}(2) \\
\vdots \\
\hat{a}(p)
\end{bmatrix}
\begin{bmatrix}
r_{yy}(q+1) \\
r_{yy}(q+2) \\
\vdots \\
r_{yy}(q+p)
\end{bmatrix}
\]

(18)

This relationship is known as scopes equations or modified Yule WQLKER, the matrix \( R_y \) is not symmetrical, to solve this system of equations (18). Once the parameters calculated AR, MA parameters are determined by data filtering with a filter whose transfer function is the following:

\[
\hat{A}(z) = 1 + \sum_{k=1}^{p} \hat{a} z^{-k}
\]

(19)

Then we have the equivalence:

\[
\frac{B(z)}{\hat{A}(z)} = \frac{B(z)}{A(z)}
\]

(20)

The filtered sequence NF in length is obtained by the following convolution equation:

\[
F(n) = x(n) + \sum_{m=1}^{p} a(m) x(n-m)
\]

(21)

To determine the power spectral density, only one needs to estimate \( \Delta t \sigma^2 |B(f)|^2 \) this is to say the numerator. In this case the MA parameters are not requests. One can use the correlogram method for estimating the power spectral density MA:

\[
\Delta t \sigma^2 \hat{B}(f)^2 = \sum_{m=-p}^{q} \hat{r}_{yy} \exp(-2\pi fm\Delta t)
\]

(22)

Finally we calculate the power spectral density of ARMA:

\[
P_{ARMA} = \frac{\sum_{m=-q}^{q} \hat{R}(m) \exp(-2\pi fm\Delta t)}{A \exp(-\Delta f \Delta t)}
\]

(23)

For the parameter estimation of an AR model, we seek to find the best prediction order \( p \) of \( x(n) \):

\[
\hat{x}(n) = -\sum_{k=1}^{p} a_k x(n-k)
\]

(24)
For this we look for the coefficients that minimize the power of the prediction error:

\[
\rho = \text{E}\left[|e(n)|^2\right] = \text{E}\left[\hat{x}(n) - x(n)|^2\right] \tag{25}
\]

With:

\[
\rho = \begin{bmatrix}
  r_{xx} (1) \\
  r_{xx} (2) \\
  \vdots \\
  r_{xx} (p) \\
\end{bmatrix}, \quad \alpha = \begin{bmatrix}
  \alpha_1 \\
  \alpha_2 \\
  \vdots \\
  \alpha_p \\
\end{bmatrix}
\]

\[
R = \begin{bmatrix}
  r_{xx} (0) & r_{xx} (-1) & \ldots & r_{xx} (-p + 1) \\
  r_{xx} (1) & r_{xx} (0) & \ldots & r_{xx} (-p + 2) \\
  \vdots & \vdots & \ddots & \vdots \\
  r_{xx} (p - 1) & r_{xx} (p - 2) & \ldots & r_{xx} (0) \\
\end{bmatrix}
\]

To estimate the spectral density by the methods of PRONY, we used the model (26) to approximate the \(x(n)\) signal:

\[
x(n) = s(n) = \sum_{m=1}^{p} B_m n^m \tag{26}
\]

This model are carriers of four types of information, familiar in signal processing and system modelling:

\[
B_m = A_m e^{j\phi_m} \quad \text{et} \quad Z_m = e^{j\alpha_m} \text{d}t
\]

Or \(A_m, \phi_m\) are respectively the amplitude, phase, and vector and the damping. The are the frequency and the sampling. For the estimation of polynomial coefficients and the model order, use one of the algorithms for estimating AR parameters. In our work we use the recursive least squares algorithm for. To determine the frequencies and damping coefficients the following equations are used:

\[
\alpha_i = \frac{\ln|Z_i|}{\Delta t} \tag{27}
\]

\[
f_i = \frac{1}{2\pi} \left( \frac{\ln|Z_i|}{\text{Rea}(Z_i)} \right) \tag{28}
\]

To determining amplitudes and phases based on the equations (26) and (27), we used the relation given in (28):

\[
B = \left[\begin{array}{c}
\phi \\
H
\end{array}\right]^{-1} \left[\begin{array}{c}
\phi \\
H
\end{array}\right] X \tag{28}
\]

The approximate function becomes:

\[
\hat{x}(n) = \sum_{i=1}^{p} A_i \exp(\alpha_i n \Delta t) \exp\left(j(2\pi f_i n + \phi_i)\right) \tag{29}
\]

The power spectral density by the Prony model is given by:

\[
S_{\text{prony}} = |\hat{x}(f)|^2 = \sum_{k=1}^{p} \frac{2\alpha_i}{\alpha_i^2 + [2\pi(f - f_i)]^2} \tag{30}
\]

The signal parametric modeling is a widely used to represent a cutting means, to a level of synthesis and by prior analysis or physical phenomena giving rise to a signal either of the signal generation mechanisms (e.g. filtering, modulation, etc.). It allows to translate, with a low-typically finite number of parameters the main characteristics of the signal. It therefore has the main advantage of reducing the space of representation, in general, to reduce the computational load associated with signal processing. It should be noted that such an approach is feasible only when has many a priori information on the signal. Therefore, the operator must take into account the validity of assumptions since they determine the performance but also the estimation robustness. In the next section we will introduce the fundamental notion on the diagnosis of complex systems.

**INDUSTRIAL APPLICATIONS**

The studied machine in this work is a vertical centrifugal pump type, the pump is one of a battery of three pumps that are called "charge pumps" are used to extract LPG (gas, oil liquefies) stored in the buffer storage spheres to a 8bar pressure and discharging it to the processing unit to a pressure 20 bars, shown in Figure 1.

![Fig. 1 Vibration detection system applied to a pump](image)

The signal sensed by an optical speed sensor and phase reference placed on overcomes the pump. A record of the vibratory signals emitted by the system has been carried out every day lasting 12 days. Measuring the lay once daily. Each record contains 4069 samples per day with a sampling frequency of 40 kHz. The treatment is done for 800 samples. The temporal representation of the emitted signal by the system studied are given in the following Figures 2a, 2b, 2c and 2d.

We note that the graphs maintain a normal step until 2nd day of vibrations occurring every day until the 9th day. The system will return to the normal state until the jour10ieme. From that day the vibration producing up to 12th day. The day that the machine was stopped walked.
Fig. 2 Emitted signal by the system examines

Fig. 3 Obtained spectrum by the FFT method
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For the presentation of the signal power spectrum emitted by the system studied by the method of FFT, the results are give in the following Figures 3a, 3b, 3c and 3d.

In note from Figure 3 the presence of a relatively small change in the spectrum of the first day to 5th day presence of fluctuation around main peak at the frequency segmentation of its relative amplitude. From that day to note that the graph it stabilized until the 10th day, the presence of fluctuation around the main peak at the frequency segmentation of its relative magnitude. And finally, for the presentation of the emitted signals by the system power spectrum by using Prony method is shown in following Figures 4a, 4b, 4c and 4d.

The Figure 4 shows the spectra of the vibrations of the pump by the Prony method, the power spectra, in this results two peaks which correspond to the frequencies of the multiplied frequency of the vibrations. From the first day to the second day, from the third day we see a displacement of pic1 and pic2 and an increase in the relative amplitude of the peak 1 on the fourth day.

CONCLUSION
This work shown that the spectral analysis method allows an unbiased estimate of the frequency of a signal in the presence of noise in a stationary or non-stationary environment and the algorithms quickly enough to track the evolution thereof over time with accuracy. Also the studied approach based on probability monitor and diagnose, give the most responded temporal signals and see the Fast Fourier Transform methods of spectral analysis compared by Prony method. The obtained results clearly show the presence of defects on the third day, it is remarkable that the displacement of the two peak 1 and 2 and increased the relative amplitude in the examined pump.
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